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Introduction

• learn speech representations that capture low-level acoustic events, 
lexical knowledge, all the way to syntactic and semantic information 



Introduction

• Since spoken utterances contain much richer information than the 
corresponding text transcriptions—e.g., speaker identity, style, 
emotion, surrounding noise, and communication channel noise—it is 
important to learn representations that disentangle these factors of 
variation. 



Introduction

• Learning feature hierarchies at the acoustic, lexical, and semantic 
levels supports applications with different requirements. 



The characteristics of speech 

• Speech is a sequence.
• Speech is a long sequence without segment boundaries. 
• Speech is continuous. 
• Speech processing tasks are diverse. 



A selection of models 



A. Generative approaches 

• Motivation:
The pretext task is to generate, or reconstruct, the input data based 

on some limited view.
This includes predicting future inputs from past inputs, masked 

from unmasked, or the original from some other corrupted view. 



A. Generative approaches 

• Approaches:
• Autoencoding: The pretext task is to reconstruct the given input. 

• Autoregressive prediction: 



A. Generative approaches 

• Approaches:
• Masked Reconstruction:

• More Generative Approaches: 
Using multiple targets, including the waveform, log power spectrum, mel

cepstral coefficients (MFCCs), and prosody features.



A. Generative approaches 

• Challenges:
A speech signal encodes more information than text, such as 

speaker identity and prosodic features, which makes it harder to 
generate. 



B. Contrastive approaches

• Motivation:
Contrastive models learn representations by distinguishing a 

target sample (positive) from distractor samples (negatives) given an 
anchor representation. 



B. Contrastive approaches

• Approaches:
• CPC: Contrastive Predictive Coding uses a convolutional module f1(·) to 

produce localized representations z_t with a recurrent module f2(·) on top that 
outputs a contextualized representation h_t. 



B. Contrastive approaches

• Approaches:
• wav2vec 2.0: The wav2vec 2.0 model combines contrastive learning with 

masking. 



B. Contrastive approaches

• Challenges:
Since speech input is smooth and lacks natural segmentation, it 

can be difficult to define a contrastive sampling strategy that is 
guaranteed to provide samples that always relate to the anchor as truly 
positives and negatives in a sound way. 



C. Predictive approaches

• Motivation:
Similar to the contrastive approaches, but they do not employ a 

contrastive loss and instead use a loss function such as squared error and 
cross- entropy. 



C. Predictive approaches

• Approaches:
• Discrete BERT: Discrete units c_t are first extracted with the vq-wav2vec 

model f1(·) and then used as inputs and targets in a standard BERT model 
f2(·).



C. Predictive approaches

• Approaches:
• HuBERT: Intuitively, the HuBERT model is forced to learn both an acoustic 

and a language model. 



C. Predictive approaches

• Challenges:
The iterative nature of pre-training for the HuBERT and wavLM

could present a practical inconvenience when working with large 
volumes of data. 



D. Learning from multi-modal data 

• Multiple modalities are useful in many settings, where each modality 
provides information that is complementary to other modalities. 

• In addition, learning from speech data with accompanying signals such 
as images or video can help learn representations that encode more 
semantic information. 



Benchmark results 



Benchmark results 



Future research directions

• Using the representation model. 
• Increasing the efficiency of the representation model. 
• Data-efficient approaches. 
• Feature Disentanglement. 
• Creating robust models. 
• Capturing higher-level semantic information. 
• Using text representation models to improve speech representation. 
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