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Introduction

* |ssue: Make hazy images clean and find the best transmission matrix
* Related work: discrete wavelet transform, U-net, dehaze

* Challenge: low contrast, faint color and shifted luminance

Daytime Dehazing Nighttime Dehazing

Input Color-transferred CNN Dehazing

Input Color-transferred CNN Dehazing Color-transferred CNN Dehazing
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* Atmospheric Scattering Model



Atmospheric Scattering Model

* Image dehazing model : I(x)=J(x)t(x)+A(1-t(x))

* Transmission function : t(x) = e Fd®)
Haze Imaging Model

I(x) : observed image
illumination Source .
J(x) : clear image

. A H . .
Scene Radiance J "L A : global atmospheric light

t(x) : medium transmission

Haze Transmission
— /O —— B : scattering coefficient
T Particles
, d(x) : scene depth
___________________________ 1 )
Depth Sensor



ill-posed problem

* |mage dehazing model : I(x)=J(x)t(x)+A(1-t(x))

I(x) J(x)
* Prior-based : color attenuation prior, dark channel prior, etc.

* Learning-based : Lightweight model, multi-scale model, U-Nets, etc.
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U-Net
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Bouns

In this class,

which method can be used for down-sampling and
preserve high frequency information and low frequency information
on images?
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* Discrete Wavelet Transform
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Discrete Wavelet Transform

e Discrete Wavelet Transform (DWT)

The discrete wavelet transform is very different from the continuous wavelet
transform. It is simpler and more useful than the continuous one.
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2-point Haar wavelet
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2-D & HH
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FOR SINGLE IMAGE DEHAZING
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WAVELET U-NET AND THE CHROMATIC ADAPTATION
TRANSFORM FOR SINGLE IMAGE DEHAZING

* |ssue : edges and colors are two key factors to obtain better
dehazed images, Clear edges and balanced color make the dehazed

images look natural and detailed.
* Proposed : two-stage and end-to-end network.

— Wavelet U-Net
e Up-sampling : DWT

 Down-sampling : IDWT

— Chromatic adaptation transform

* implemented by convolutional layers mathematically to enhance images
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Wavelet U-Net

 2D-DWT, 2D-IDWT

columns columns
LL( y) — ‘}b(ﬂg)@( ) rOWS AL 12 ¥t 12 L rOWS
Vin(e,y) = d@ly)  [i}Ta) 1< 2]
¥ L&, . == \
Wi (e, y) = w(z)czs(y) v B L2 >l 12 [[H \+ 1
L x,y) = YP(x | AL 2 [ T T2 L) ;’f
¢ (x) means low — pass NHl 2 e 12 FHE
Y(x) means high — pass '
& 2p- Heov Waelet
¢..: scaling Fig. 1. The illustration of DWT and IDWT, where arrows

Y Yy, Yuu:wavelet

mean down-sampling and up-sampling.
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Wavelet U-Net
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256 256 ' |
A0 3R — DWT
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—
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Fig. 2. Overview of the proposed wavelet-U-net with the chromatic adaption transform for single image dehazing. The digits
under the blocks mean the numbers of channels and digits in parentheses mean concatenated layers.
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Chromatic adaptation transform

e Target : calibrate luminance and color

e Color Corrected Mode

R ¢ B] ' =F[R G B

a 0 0
F=10 g 0 (light-weight matrix)
0 0 v
R’ o 0 0 R
=10 B8 0 G
B [0 0 ~| [B
o — 1 0 0 R R
= 0 B-1 0 |-|G|+ |G
0 0 -1 [B B

=F- [R G B}TJF [R G B]T =F'-x+x (residual module)
(F" is 3x1x1 convolutional kernal)



Evaluation

* PSNR MAX; MAX,
 SSIM

(240 pry + €1)(202y + c2)

SSIM(z, 4/) =
) = T i e 1ol 1 o)

Table 1. Quantitative SSIM and PSNR on the synthetic RE-
SIDE dataset.

2] [ 10] [13] (4] [14]  Ouwurs
PSNR 1658 17.72 18.55 2142 1841 24.39
SSIM  0.818 0.768 0.826 0.882 0.848 0.901




Qualitative dehazed results

(a) Hazy image (b) He [2] (¢) Berman [10] (d) Ren [13] (e} Li [4] (f) Mondal [14] (g) Ours (h) clear image

Fig. 3. Qualitative dehazed results on the synthetic dataset by comparing with state-of-the-art results.
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e MULTI-SCALE FEATURE AGGREGATION NETWORK WITH WAVELET
STRUCTURE SIMILARITY LOSS FUNCTION FOR SINGLE IMAGE
DEHAZING
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MULTI-SCALE FEATURE AGGREGATION NETWORK WITH WAVELET
STRUCTURE SIMILARITY LOSS FUNCTION FOR SINGLE IMAGE DEHAZING

* |ssue : Focus on multi-scaling and high frequency feature
* Proposed : Y-Net, W-SSIM
— Y-Net
* This network reconstructs clear images by aggregating multi-scale features maps

— Wavelet Structure SIMilarity (WSSIM) loss function

 DWT divide the image into differently sized patchs with different frequencies and

scales

e Accumulation of SSIM loss of various patches with respective ratios
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Y-Net

~ Hazy Image

— 3x3 Conv, Stride = 2, Relu
=p 3%3 Conv, Relu, Up-sample
Concatenate

3x3 Conv, Relu, Up-sample
1x1 Conv, Relu

Fig. 1. The overview of our proposed Y-net. The clear image
is composed of multi-scale feature maps from the hazy image.
The digits under the blocks mean the numbers of channels.



Wavelet SSIM loss

* Formulate : &5 jEH pHL [HH _ DWT(T)

e Patch Weights : r - low frequency patch, (1-r) — high frequency patch

Columns

Rowvs @)

o
nl-r)
rid-r) | (1Y
Pl 1-r) {f-r¥
(b) (c) (d)
Fig. 2. The process of the DWT and the transformed ex-
ample: (a) The process of the DWT, where downward arrows
mean down-sampling. (b) The original image. (¢) The result
of the twp-times DWT. (d) The ratios for different patches.
Set: r=0.4
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Wavelet SSIM loss

* Algorithm: "5 RA AL TR — DWT(1MY)

« SSIM: SSIM(z,y) = [i(z,y)* - c(z,y)’ - s(z,y)"]
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Wavelet SSIM loss

Input: Two images /, ./, the ratio for
multi-frequency r and iterative times n

Olltpllt'.' loss = LW—SSIM (I, J)

e gkl =1, J;

Tensor loss = 0

r=ry=r(1-7r),z=(1-1r)*for

=12 <n;7+ + do

LPe, 0 I 1T = DWT(L)

JEE JEH JHE JHE = DWT(JER)

loss+ = Lssiy (IF?, JH) -y +
Lsstm(I/'5, JH'F) -y + Lestm (L, TP - 2

z,y,z] =z [x,y, 2]

end
lOSS—|— — LSSH\,I(IE-LL, JiLL) L
return loss

Algorithm 1: W-SSIM Loss
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Evaluation

* PSNR

MAX;
PSNR = 10 - log,, sE | = 20 - log;
* SSIM (2pz pry + €1)(202y + €2)

SSIM(z,y) =

Table 1. Quantitative SSIM and PSNR on the synthetic RE-

(2 + p2 + c1) (02 + o2 + ¢2)

SIDE dataset.
PSNR | SSIM
CAP [2] (prior-based) 23.02 | 0.865
AOD-Net [7] (learning-based) | 23.92 | 0.875
MBE [5] (prior-based) 18.83 | 0.790
W U-net [11] (Iearning-based) | 24.81 | 0.910
Ours 26.61 | 0.947
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Evaluation

* FADE : fog aware density evaluation
Table 2. Quantitative FADE on restored images.

River | People | Willow
CAP [2] 1.41 0.410 | 0.496
AOD-Net [7] | 1.19 | 0.373 0.391
MBE [5 0.440 | 0.184 0.184
W U-net [11] | 1.51 0.647 0.562
Ours 1.77 2.37 0.592

e Ablation Study

Table 3. SSIM and PSNR results of all loss functions applied
for the purposed network.

Ly Lssim Lw-ssim Lw-ssim + Lo
PSNR 2631 26.27 26.50 26.61
SSIM  0.925  0.929 0.939 0.947




Qualitative dehazed results

S g g (e Bl e 1 L S B gt T -' L=t S R S P
(b) CAP [2] (c) AOD-Net [7] (d) MBE [5]  (e) Wave U-net [11] (£) Ours
Fig. 3. Dehazed results in River, People and Willow.

5 T 75{!:"'] I"".'i'“
(a) Hazy Image
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Conclusion

W-UNet and chromatic adaptation transform helpful in
Improve constrast.

Y-Net and W-SSIM make more edge detail with multi-
scaling

Discrete Wavelet Transform can perfectly replace down
sampling and up sampling.

Discrete Wavelet Transform can remain more high
frequency feature whenever in loss-term or Network
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Thanks for your listening !
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