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Code-Switching

• Alternates between two or more languages

我報告的主題是
code-switching 和 
speech processing

I went to the store 
yesterday y compré

unas manzanas.

我今天早上在公園裡
看見了一隻很可愛的

ねこ

明天我們打算去海邊玩
，그리고바다에서
수영할거예요.



Code-Switching

• Why code-switching speech processing important?
• Common in our daily life

• Natural way of communication for some countries, e.g. India, Singapore…

老師好，我想跟你約
個時間meeting，可

以嗎?

沒問題，請你send
個Google Calendar

給我



Code-Switching

• Why code-switching speech processing challenging?
• Data scarcity: Rare high-quality labelled data for training

• Hard to generalize: Typically relying on task-specific design

• May the speech foundation models help?

ASR ModelMandarin-English data
Train Mandarin-English 

ASR Model

Mandarin-Japanese data
Inference Mandarin-English 

ASR Model Bad results…



Speech Foundation Models

• Models that can solve many tasks with faithful speech representations

https://arxiv.org/abs/2404.09385

https://arxiv.org/abs/2404.09385


Speech Foundation Models

• There are many foundation models nowadays

https://arxiv.org/abs/2106.07447 https://arxiv.org/abs/2006.13979

HuBERT XLSR

https://arxiv.org/abs/2106.07447
https://arxiv.org/abs/2006.13979


Speech Foundation Models

• There are many foundation models nowadays

https://arxiv.org/abs/2106.07447 https://arxiv.org/abs/2006.13979

HuBERT XLSR

But how can we know their 
code-switching abilities?

https://arxiv.org/abs/2106.07447
https://arxiv.org/abs/2006.13979


Benchmarking Code-switching Abilities

• Most existing benchmarks need fine-tuning on downstream tasks
• Cannot tell where the performances are derived. Pre-training, or fine-tuning?

• Can we have a benchmark without fine-tuning on downstream tasks? 

Pre-training? 
Faithful Representations?

Fine-tuning?
Seen code-switching data?



ICASSP 2024

https://arxiv.org/abs/2310.03018

https://arxiv.org/abs/2310.03018


Task

• Objective: Assessing the semantic and syntactic understanding

• Given two code-switching utterances that are similar in content
• One is “correct”

• No semantic inconsistency, logical error, and grammatical errors.

• The other one is “wrong”
• Contains semantic inconsistency, logical error, and grammatical errors.

• The model should give higher score for the correct utterance

這不溶於water     vs. 這不溶於fireEX:
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Chinese understanding English understanding

Cross-lingual understanding



Dataset Construction

• No existing dataset for this task

• Construct with LLM

• Language: zh/es/fr-en

TTS

Speech pairsVerified by human annotators



Training Pipeline

No code-switching data

So we are assessing the quality of representations



Evaluation

• Accuracy for the classification

• Classified with the score (no need for training classification head):

Can be viewed as the prob. of the utterance



Assessed Models

• Speech foundation models (all based on self-supervised learning, SSL)
• HuBERT XL, base

• mHuBERT

• Wav2vec2.0 Large

• XLSR-53, XLS-R 0.3B, XLS-R 1B

• Text-based language models (serving as toplines)
• XLMR base

• XGLM 1.7B



Results & Findings



Results & Findings

Multilingual pre-training helps!



Results & Findings

Smaller models perform better



Results & Findings

More languages in pre-training helps



Results & Findings

Huge gaps between text and speech models



Quick Summary

• Not showing good understanding for speech models
• Huge gap between text-based models and speech foundation models

• Some points helpful for this task
• Multilingual pre-training

• Smaller model size

• Wide coverage of pre-training languages



Besides SSL Models…

• Other multilingual models like Whisper, SeamlessM4T may not 
perform well on code-switching ASR

https://arxiv.org/abs/2401.00273

https://arxiv.org/abs/2401.00273


Takeaways

• Code-switching speech processing is challenging

• Current speech foundation models don’t exhibit strong semantic and 
syntactic understanding
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